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Abstract

Audio-visual services are now commonly used on the Internet. Many of them are
based on batch downloading of contents for later replay. Real-time interactive and
streaming services are now rapidly becoming popular. These services would benefit
from quality of service if it were widely provided. The purpose of this article is to
show how QoS solutions may be introduced incrementally. Quality is obtained by
means of a probe-based admission control that can be exerted outside the network.
The introduction of QoS starts from self-admission control in the application layer,
followed by transport layer service differentiation. These two steps do not require
any change to the network. If motivated, scheduling for service class separation in
the network may be added. We show by proof of concept how QoS may be provided
in agreement with the end-to-end argument. The three steps of our proposal are
compared and discussed with respect to the possibility of deployment.

he last 20 years of networking research have provided

the world with a multitude of quality of service (QoS)

solutions as well as three major service architectures:

the traffic classes defined for asynchronous transfer
mode (ATM) within the International Telecommunication
Union (ITU) and the ATM Forum, and the integrated
(IntServ) and differentiated services (DiffServ) architectures
defined by the Internet Engineering Task Force (IETF). Most
proposed QoS solutions relate to various problems within one
of these three QoS architectures. Despite the large research
and standardization efforts, there are only limited QoS offer-
ings from Internet service providers, and most, if not all, per-
tain to DiffServ for virtual private networks [1].

There have been many viewpoints on the lack of deployed
QoS solutions. Bell points to the little attention QoS researchers
have given the culture of network operations to avoid complexi-
ty and anticipate failure [2]. He states that the addition of QoS
mechanisms to the network would introduce new potential fail-
ure modes that might be difficult to debug. This has to be
weighed against the uncertain benefit of providing QoS support
in the network; this view is shared by Davie in [1].

Quality of service functions have traditionally been associated
with the network layer (e.g., admission control, scheduling, and
policing). So the question arises whether it is possible to provide
some form of QoS without changes to the network or network
operations. Lifting the QoS mechanisms out of the network to
higher protocol layers would have the following advantages:

* QoS is provided from host to host.

* The QoS mechanisms may develop independent of the net-
work.

* The management and operation of a network remains unaf-
fected.

The design of the Internet has relied on a powerful argument

in favor of assigning functions to the layers of a protocol archi-

tecture, the so-called end-to-end argument [3]: “Functions

placed at low levels of a system may be redundant or of little value

when compared with the cost of providing them at that low level.”
The contribution of this article is to show how QoS may be pro-
vided from hosts in agreement with the end-to-end argument.

We present how to introduce QoS solutions incrementally,
first at the application layer, then at the transport layer, and
finally at the network layer. The application layer solution can
be introduced by application developers without standardiza-
tion, but it also gives the least benefit: it prevents users from
setting up sessions when the network is congested. The trans-
port layer solution would require standardization, and pro-
vides differentiation into two distinct traffic classes; the
differentiation may be reinforced by scheduling at the network
layer. The necessity of QoS support in the network layer is
left open, but the solution is presented to show that it is possi-
ble to add such support if the quality gain should justify it. We
discuss the implications it would have on network operation.
We build on our previous work and the work of others to
show that the solutions are practicable.

We structure our presentation as follows. The definition of
and need for QoS is presented. We present the concept of
probe-based admission control used in all three case studies;
these studies are presented, starting from the application
layer, followed by the transport and network layers. The QoS
solutions at the three layers are compared. We discuss the
network operator roles for the alternatives in the proposal
and offer some deployment perspectives. We present related
work and then conclude the article.

Quality of Service

A definition of QoS is given in ITU Recommendation E.800:
“The QoS is the collective effect of service performances which
determine the degree of satisfaction of a user of the service.” Sat-
isfaction might be guaranteed, but is not implicit in the defini-
tion. It is not trivial to guarantee a level of satisfaction to a
user. There are many performance aspects that affect user sat-
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results of the probing. Blocked sessions back off a random time
before trying anew.

isfaction even when we limit ourselves to network perfor-
mance: traffic control behavior, route changes, sensitivity to
service attacks, and latency in fault handling, for instance. The
concept of QoS is often associated with traffic control behav-
ior, and the associated performance metrics are packet loss
and delay; this is also the restricted scope of QoS herein. A
guarantee solely with respect to traffic control is of limited
value to a user since it is the collective effect of all perfor-
mance aspects that determine user satisfaction. A guarantee
spanning all performance aspects might, however, be unattain-
able. We do not consider QoS guarantees for this reason.

We refer to the communication between two or more users
as a session; a real-time service session may, for example, carry
a voice conversation, a videoconference, or the streaming data
of a film or an audio track. The quality aspect we are interest-
ed in pertains to the throughput variations to which a data
stream is exposed in the network. For instance, TCP attempts
to share the rate of a bottleneck link fairly over all ongoing
TCP sessions, which leads to throughput variations when ses-
sions enter or leave and when the total data rate of the ses-
sions changes due to additive-increase multiplicative-decrease
congestion control. TCP implements only one possible control
policy for reacting to congestion. The complementary policy
we propose herein is to block new real-time sessions when
there is congestion, and to allow admitted real-time sessions to
remain unresponsive to congestion. This policy results in a
time-wise sharing of a bottleneck by blocking some sessions in
order to ensure that the sessions admitted have sufficient
throughput to sustain the data rates for the sessions.

Our motivation for this policy is based on human percep-
tion of real-time streaming and interactive services with
audio-visual signals. When audio and video signals are encod-
ed, there is a trade-off between the distortion in the signal
and the resulting bit rate: the lower the bit rate, the higher
the distortion. The throughput of the session with the encod-
ed data should match the data rate of the signal; packets will
otherwise be delayed and lost in the network. An alternative
to packet loss and delay is to quench the sender based on
feedback from the network. This results in either higher dis-
tortion in the encoding if the bit rate is reduced, or higher
delay and interruption of the playout at the receiver if the
data is queued up. The signal at the receiver will in all cases
vary in quality due to throughput variations.

It is important to recognize that human perception favors
consistency. Noticeable quality variations are distracting and
reduce user satisfaction even in cases where the average quali-
ty is high. This is the rationale for our interest in limiting the
throughput variations for audio-visual sessions. We do this by
means of preventive congestion control in the form of probe-
based admission control.

Probe-Based Admission Control

Probe-based admission control is based on the transmission of
a probe, which consists of a stream of probe packets that are
used to infer the state of a network path (Fig. 1) [4]. The
probe lasts a few seconds and typically constitutes only a small
addition to the total session length. The probe rate (denoted
rpr) is constant, and the session will not be allowed to exceed
it when admitted. The idea is to use the probe to estimate the
effect the session would have on the network if it were
allowed to start. One might argue that probing at the highest
rate of the session is pessimistic. However, neither the distri-
bution nor the mean of the data rate of the session can be
known in advance when the rate is variable. A peak rate limit
can more readily be established for a streaming data source
and is easily enforced by a token bucket.

The receiver measures the loss and possibly the delay for
the probe. A new session is permitted to continue after the
probing if the result of the measurement is found to be
acceptable according to a prescribed admission criterion; the
session is blocked otherwise. Depending on implementation,
the decision may be made by the receiver or the sender after
it has received feedback on the result of probing. The choice
of admission criteria depends on the protocol layer where the
admission control is used. This is presented later.

The transmission of a new probe after a blocked session
setup attempt is controlled by backoff and eventually by a
limit on the number of attempts that can be made. The back-
off randomizes new setup attempts if the failure was due to
too many simultaneous probes. The probe packets may con-
tain both session and control data. The control data is includ-
ed in several probe packets for reliability and can include
parameters for the configuration of the receiving application
as well as information regarding the session, such as the iden-
tity of the calling party, whether it is bidirectional, and the
intended subject of the session. The session data can be a
greeting or ring tone, for instance, which is played out when
the session has been established. Since the probe packet
stream is sent at a constant rate, it may be used for clock syn-
chronization and allowing the jitter removal system to settle
into steady state.

Probe-based admission control also works for multicast ses-
sions. The operation is identical to that described above if all
receivers are waiting for the source to start transmitting; the
receivers will first receive probe packets and then make an
admission decision. Those that cannot receive the data with
sufficient quality leave the multicast group. It is of course nec-
essary that the decision be based on a criterion that allows it
to be made at the receiver. If a receiver joins an ongoing mul-
ticast session, it would not receive a probe. Its prediction
would be based on the data rate of the session, which might
be lower than the probe rate. This means that a decision to
remain in the group is less reliable than if it were based on
the probe, but a decision to leave the group would be more
reliable.

Both unicast and multicast routes can change during an
ongoing session. The change is not noticeable if the new path
also supports the necessary quality for the session. The new
path might be congested, or become congested due to the
rerouting. The receiver would in this case terminate the ses-
sion (and notify the users), and request the sender to re-estab-
lish the session with a new probing phase. Rerouting caused
by traffic engineering typically results in lower congestion
throughout the network. Hence, the main risk for having ses-
sions terminate due to route changes is associated with net-
work faults, for which the termination of some sessions might
be necessary.
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one call.

Application layer QoS Support

The purpose of the first step to support interactive and
streaming services is simply to avoid establishing sessions
when there is some indication that the quality would not meet
the user’s expectation.

SelfFAdmission Control

Measurements of the quality for voice over IP (VoIP) calls in
the Internet show that it varies with time [5]. The temporal
variations turn out to be quite slow with respect to the timescale
of the calls. Figure 2 shows the loss rate for the first 10 s and
for the entire call of 70 s for each of approximately 9700 calls
that had at least one packet lost. The estimated correlation
between the initial phase and the entire call are 0.8 after 1s

and 0.9 after 4 s, with only minor increases up to 10 s (Fig. 3).
This strong correlation allows the quality for a session to be

predicted with reasonable certainty after a few seconds.

Hence, it is possible to base an admission decision on a short

probe [5]. The advantages of this are:

* The network will not be loaded by the new session when it
is already congested.

e The called party in an interactive session would not be dis-
turbed by a session that risks being aborted due to poor
quality.

* For streaming, the receiving party may avoid starting to lis-
ten to or view a session that is likely to be rendered useless
by poor throughput.

Self-admission control is realized as follows. The sender
probes the path to the receiver, as explained above (Fig. 1).
The receiver measures the probe loss and estimates the result-
ing quality the receiving party would experience. This could
be, for instance, the perceived quality for the given applica-
tion [6]. The receiver will block the session if the quality does
not meet a desired target value; it will accept the session oth-
erwise and alert the user.

Two-way sessions are initiated by the first received probe
packet and carried out by the called application, which probes
the return path in the same manner.

Remarks

Application layer self-admission control only prevents network
congestion if all applications use some form of congestion
control (either self-admission control or any other form of
congestion control). If all applications were to use self-admis-
sion control, it is the application type with the lowest quality
target that can drive the network closest to saturation. This

means that ongoing sessions with higher quality expectations
could be disturbed, maybe to the point of becoming useless;
the sessions would then be aborted by users. As stated above,
admission control still prevents new sessions from being estab-
lished in highly loaded conditions.

All design choices for self-admission control are applica-
tion-specific, and the application designer is the one to imple-
ment it. Although it is much simpler to implement than
feedback congestion control, it might be desirable to provide
probe-based admission control at the transport layer as a
generic service to all applications that might benefit from it.

Self-admission control is implemented in the open source
VolIP software Sphone [7].

Transport Layer Service Differentiation

Probe-based admission control at the transport layer allows quali-
ty of service to be provided in two generic traffic classes: batch
and streaming. They are qualitatively different due to the control
behaviors associated with the classes. The batch class is controlled
by TCP, and the streaming class uses probe-based admission con-
trol. The requirement for the service differentiation to work is
that all sessions to enter the network are congestion controlled.

Although admitted streaming sessions are allowed to be unre-
sponsive to load variations, probe-based admission control makes
the aggregate of streaming sessions responsive to load variations
by blocking new sessions to prevent the load from increasing; the
load is reduced when sessions eventually terminate. This is illus-
trated in Fig. 4, where new sessions start by probing: the first
three sessions are successful and continue with the data transfer;
the fourth and fifth probes are unsuccessful, and the sessions are
blocked. Finally, the sixth session is successful since one session
has terminated and made capacity available.

Fair sharing of bottleneck capacity between sessions of the
two classes may be achieved without scheduling in the net-
work by choosing the admission criterion appropriately, as
explained below. Service differentiation is then entirely imple-
mented in the hosts.

General Idea

The sender issues a probe, and the receiver acknowledges all
received probe packets. This allows the sender to estimate
both the round-trip time (RTT) and loss probability for the
path. The estimates of the RTT and packet loss probability
allow computation of an equivalent TCP throughput, rTCP,
for instance, using the formula in [8],
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where p is the packet loss probability, W,,,, the maximum
window size, RTT the round-trip time, b the number of pack-
ets acknowledged by a received ACK (usually 2), and 70 is
the timeout value. Probe-based admission control ensures that
the aggregate of admitted streams is responsive to congestion
in a way that is fair to TCP by the decision policy to accept
the session if r,, < rrcp and block it otherwise.

A remaining issue concerns the quality admitted streaming
sessions could expect. Sessions will be disturbed by new
streaming sessions that probe the network for admission, and
by old and new TCP sessions that probe for available capacity
(by additive increase and slow start, respectively). The admit-
ted sessions should therefore be protected by forward error
correction with error control codes that are strong enough to
withstand the loss caused by the disturbing sessions. The loss
estimate from the probing can be used to calculate the appro-
priate level of redundancy necessary for insulating the sessions
in this way [7]. The redundancy rate is included in the deci-
sion of whether or not to admit the session.

Probe-based admission control can also be used for multicast
sessions. An admission policy based on estimation of RTTs
would require each receiver to estimate it, for instance, by means
of pings to a rendezvous point. This solution might be acceptable
for a low arrival rate of new receivers (note that group size is not
important); an admission policy independent of RTTSs is prefer-
able, however, since the receivers could then make the decision.

frep = min

Remarks

Note that the controls for the batch and streaming classes are
qualitatively different and thereby provide distinct services to
applications; it cannot be argued that one traffic class or the other
is better. TCP provides a lossless service where throughput varia-
tions and retransmissions lead to uncontrolled delay; probe-based
admission control allows the sender to use a fixed amount of net-
work capacity, and thereby controls delay and loss while introduc-
ing uncontrollable blocking. One service class cannot starve the
other, and they share capacity in a reasonably fair manner [9].
Probe-based admission control could be implemented within
RTP/UDP or incorporated in the datagram congestion control
protocol [10]. Compliance with probe-based admission control
may be verified by passive measurements close to the receivers
[11]. TCP compliance could be monitored in a similar manner.

Network Support for Service Differentiation

Isolation of the batch and streaming classes may be provided
by scheduling in the network in order to further differentiate

services. The scheduling would allow an operator to control
the blocking probability for the streaming class and the aver-
age throughput for the batch class. The queuing system for
this is illustrated in Fig. 5, where the two classes are allocated
partitions Cp, and Cg, respectively, of the link capacity, denot-
ed C;. Probe packets are sent at low priority within Cy, and
packets of admitted sessions are sent at high priority [4]. The
scheduling limits the rate of the streaming class to C,. The
elastic batch class is guaranteed a capacity share C; - Cy and
may in addition use all of the unused capacity within C,. The
necessary rate-limited priority service can be configured on
many QoS enabled routers. The three buffers may be dimen-
sioned for their particular purposes: the batch data buffer for
low loss and the high-priority buffer of C, for low delay; while
the low-priority buffer should be minimal, simply providing
storage of a few simultaneously arriving probe packets.

A streaming session is admitted if there is enough capacity
available for its probe within link partition Cs [4]. This is mea-
sured by the estimated loss probability for the end-to-end
path. There must be a single target loss level for the admis-
sion of all hosts using the service class. There is no need to
consider TCP fairness in the admission decision since the
classes have been separated by scheduling.

The advantages of network support are:

* Ongoing streaming sessions are disturbed by neither batch
transfers nor probes.
e The operator can control the blocking probability for

streaming sessions by adjusting the capacity allocation, C;.

* The delay may be reduced by configuring short buffers for
the streaming class.

Multicast admission control follows the earlier description
with one modification. The probe is sent on one multicast
group that has low priority, and the admitted session is sent
on a group with high priority. A new receiver first joins the
probe group. If admitted, it leaves the probe group and joins
the high-priority group; if blocked, it leaves the probe group
and makes a new attempt after a random backoff time [12].

Comparison of the Proposals

Simulations

We have shown how admission control may be implemented in
the application and transport layers, and how limited network
support may be added in order to isolate the service classes from
one another. We now show a comparison of the three alternatives

; F s
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W Figure 5. The link capacity C, is split into two parts: C for
admission-controlled streams and C,, for elastic batch transfers.
Probe packets are sent at low priority and forwarded if there is
capacity available within the partition Cy. Batch sessions are
guaranteed a minimum capacity share of C,— Cs and may in
addition use all capacity not used by streaming sessions.
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All measures are given in percentage.

for a limited setting. A bottleneck link with 10 Mb/s capacity is
shared between batch and streaming sessions. There at 10 batch
sessions, which use TCP. Each batch session is peak rate limited
to 500 kb/s (as through a residential access link); they enter the
link one by one in the first 10 s of the simulation. They repeatedly
download a 5 Mbyte file, creating a load of up to 5 Mbys.

The source model for the streaming sessions consists of a
two-state Markov chain with 250 kb/s rate in the on state, with
an average rate of 100 kb/s; the average on and off times are
200 ms and 300 ms, respectively. Probing time is 2 s at the
peak rate, corresponding to 976 probe packets of 64 bytes
each. Each session lasts for 30 s and then restarts by probing.
There are 80 sources offering an average load of 8 Mb/s. The
simulations were run for 1000 s each; the first 100 s, which
allowed the load to settle, has been excluded in the measure-
ments. Each case has been run 30 times (Fig. 6).

There are five simulated cases: no admission control (No);
self-admission control (Self) with a 1 percent loss threshold
for admission; two versions of transport layer admission con-
trol, the first with the TCP fair policy (TP 1) and the second
with two admission criteria: TCP fairness combined with a
loss threshold of 1 percent; the call is admitted if both criteria
are met (TP 2). Network scheduling is included in the last
case (TP+NP) for which the admission criterion is again 1
percent loss, and C; is set to 10 Mb/s. The columns represent,
from left to right, the average and standard deviations of loss,
blocking, and TCP throughput (i.e., the TCP share of the
link). The fair share of capacity for TCP is 5/13 (38 percent).

Results

The uncontrolled situation simply illustrates severe overload:
streaming sessions are freely admitted (no blocking) and experi-
ence severe packet loss, while they unfairly out-compete TCP ses-
sions. With the addition of self-admission control, the situation
improves. The loss in streaming sessions has been reduced at the
expense of blocking; TCP sessions get closer to their fair share.

The admission policies for the transport layer differentiation
affect the quality of streaming sessions: the TCP fair policy only
bounds the loss through the formula for equivalent TCP through-
put, and the resulting loss turns out to be higher than in the self-
admission case; TCP fares well. The combined fairness and
explicit loss threshold for admission provides a loss target, which
is met, but blocking goes up and TCP is favored. Finally, the
inclusion of network support allows the blocking to be controlled
vis-a-vis the TCP share of the link capacity.

have its own admission control. The network support
adds a control mechanism with respect to blocking of
streaming sessions. It is up to an operator to decide
whether it is a motivated part of QoS provisioning.

Deployment and Operator Role

A desirable property that follows from the end-to-end argu-
ment when applied to QoS is the separation of roles between
network operation and the host functions: the operator is inc-
ognizant of the differentiation at the transport layer and the
admission control at the application layer. Self-admission at
the application layer may readily be incorporated into soft-
ware for streaming and conversational applications; it does
not depend on standardization. This freedom is also the solu-
tion’s weakness: it cannot be mandated and reinforced by net-
work providers in the Internet, who might value the congestion
control aspect of it. Admission control protects users of the
application from establishing sessions during bouts of conges-
tion. This advantage to the user does not depend on a general
consensus on using it. Competitive pressure in the market
could result in developers including the function in new soft-
ware releases for the sake of their customers.

Transport layer differentiation provides two generic service
classes to applications. There is no fixed configuration neces-
sary for the coupling of application to service class: the trans-
fer of a large batch of data might be efficiently made at a
fixed rate after probing and admission control; for a small
batch this could be inefficient since the probe phase might be
a substantial part of the total transfer time. Admission control
requires a decision policy for sharing with TCP (hence it is
not value neutral, in the phrasing of [13]). If policies are well
defined, they can be monitored [11]. Introduction of this solu-
tion requires standardization, for instance, by including it in
the datagram congestion control protocol [10]; deployment
thereafter may occur with updates of operating systems. How-
ever, operators have one role: to enforce that the traffic
entering their networks is congestion controlled by the hosts,
unless they can trust that it is (e.g., the hosts may belong to
and be under control of the network operator).

The operators’ role is further affected by QoS when they
offer service class differentiation in the network. In addition to
the aforementioned enforcement of congestion control in the
hosts, operators have to manage the capacity allocation for the
streaming class. There is still a separation of roles between
hosts and networks. Hosts manage the admission decisions of
sessions. These decisions are time critical, but also fully dis-
tributed, so there is good scaling. The network manages capaci-
ty allocation to control the blocking probabilities of the links,
which occurs less frequently than admission decisions. The allo-
cation might therefore be centralized without scaling problems.

20
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If there is a clear and explicit target by the network operator
to keep the blocking probability below a declared value, users
ought to pay for that guarantee since it elevates the streaming
class over the batch class. However, the operator might equally
well manage capacity allocation to balance the throughputs of
the two classes. In that case there is no reason to charge the
streaming class unless the batch class is also charged.

Network support for QoS affects peering between opera-
tors: they have to agree on the policy for resource allocation,
whether it is a guaranteed upper limit for blocking or fairness
between classes, and they must trust each other with respect
to enforcement of congestion controls. This might lead to dis-
putes that impede deployment [13]. The possibility of offering
low delay for streaming, isolating the classes well, and explicit-
ly being able to control capacity sharing between them might
provide enough incentive to introduce the complexity, espe-
cially when the QoS solutions in the higher layers have
become widely used and streaming services thrive. Network
support forms the last step in the introduction of QoS.

Related VWork

Our design of probe-based admission control is not the only
one possible. We base the admission decision on a step
response, but other forms of probing are conceivable that also
include network support (scheduling or ECN); see [14] for a
comparative survey. Work related to the one we present is the
TCP friendly rate control [15]. It does not attempt to avoid or
limit rate fluctuations, only to smooth them temporally. The
idea of having two distinct services that cannot be ranked as
better and worse comes from the alternative of best effort
[16]. End-to-end arguments have been discussed by Moors,
who rejects them with respect to QoS and congestion control
[17]. His arguments are that congestion is a network phe-
nomenon; thus, the network is responsible for isolating end-
points that offer excessive traffic, and endpoints cannot be
expected to act altruistically to limit congestion. Our counter-
argument to the first point is that congestion is only a network
manifestation of how endpoints inject traffic into the network,
and probe-based admission control and TCP indeed reduce
the risk of congestion. We agree with Moors that the end-
points might not be trustworthy and have therefore studied
how their behaviors can be monitored [11]. The “tussle in
cyberspace” discussion is highly relevant to QoS provisioning
[13]; the conflicts are potentially lessened by QoS provided
from the endpoints of the communication sessions.

Final Remarks and Conclusion

A common view is that quality of service with respect to statis-
tical multiplexing is solved by overprovisioning network capac-
ity. Capacity planning is, of course, a necessary long-term task
for operating a network in order to keep capacity above
demand. However, the cycle is long: traffic volumes have to
be measured and future demands forecast; necessary capacity
increases in the network must be determined; additional
capacity must be leased or procured and installed. Mistakes in
forecasting make the network susceptible to long-term conges-
tion on one hand or make the operation uneconomical due to
unnecessary investments on the other hand. It is not easy to
properly define what constitutes overprovisioning, and as sole
control strategy for QoS, it is coarse and slow.

Admission control is hence a vital complement to TCP since
it suits real-time services and protects the network from over-
load in the short term by blocking load surges; it remains almost
transparent if the network can meet all demands for establishing
sessions. The cost of controlled admission is the probing phase.

The well established design principle, the end-to-end
argument, is applicable to the traffic control issues that need
to be resolved to provide QoS in the Internet. This article
has presented how solutions may be introduced: first by
application developers implementing self-admission control;
second by the standardization of congestion control in addi-
tion to TCP at the transport layer and its inclusion in oper-
ating systems’ protocol stacks; and third by service class
differentiation in the network. Network support is scaleble
since time-critical admission control is distributed out to the
hosts, while capacity allocation is done by the network on a
longer timescale.

It is our hope that this presented strategy may end the
impasse in providing quality of service.
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